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MOTIVATION

q Relevance of claims predic1on

qML approaches to predict claims

qDo ML approaches add value compared to simpler 
techniques?

qVery li<le research on export credit insurance claims

Mathias Bärtl and Simone Krummaker 2



Mathias Bärtl and Simone Krummaker

AGENDA

01 Introduc+on and Mo+va+on

02 Background on Export Credit Insurance 
and Claims Predic+on

03 Introduc+on to Machine Learning 
Approaches and Dataset

04 Results and Discussion

05 Conclusion and Outlook

3



BACKGROUND

Claims predic-on is a cri-cal process for insurers

q Claims arrive as a stochas/c process
§ Uncertain number of claims
§ Uncertain amount of claims

q Premiums are fixes and paid upfront, before total amount of business expenses 
and claims is known

q Claims in export credit agencies are a rare event but are significantly influenced 
by the local and global economic context
§ Geo-poli+cal events
§ Sars-CoV-2 pandemic event on supply chains, business con+nuity, insolvencies, …
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BACKGROUND

q ML approaches can be well suited to provide more accurate claims 
predic6ons

q Current developments in the  global trade and export environment might 
lead to a more vola6le claims situa6on now and in the near future

q While insurers appreciate automa6za6on and further input into decision 
making, they are s6ll keen to apply common sense/human judgement
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AIM OF THE PAPER

q to assess the performance of ML techniques in iden6fying export credit 
insurance claims

q to assess the poten6al performance loss when tested under near- realis6c 
forecas6ng condi6on

q to evaluate their performance against a simple benchmark (BM) 
technique
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TRADE AND EXPORT CREDIT INSURANCE

q Covers the loss of receivables due to the risk of non-payment of the buyer
§ Full or part default
§ protracted default (extended late payment)
§ due to commercial risks (e.g. insolvency of the buyer)

q Pre-shipment cover can usually also be obtained
§ Covers against risks of contract frustra=on during the manufacturing period

Ø Protects exporter’s cash flows and unwanted cash flow vola6lity due to 
unsystema6c risk
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ECI MARKET

Private Insurance Companies

q Usually are only happy to accept short-term 
export credit risks
§ of up to 2 years and under “normal condi4ons”
§ Usually do not cover medium- or long-term credit risks

q Marketable Risks
§ Risks for which a private insurance market in principle exists
§ That might also meant that the private insurers are able to 

obtain sufficient reinsurance capacity

q High market concentra;on: Oligopoly
(with keen compe;;on)
§ The big 3: EulerHermes 26%, Atradius 15%, Coface 15% of 

global credit insurance 
§ Plus Sinosure 22% (covers 90% of all Chinese exports)

Export Credit Agencies (ECAs)

q ECAs are the largest source of government 
funding for private businesses
§ Official branches of the government, public/government 

backed providers

q Offer export credit insurance, guarantees and 
sometimes financing for non-marketable risks
§ Mainly medium- and long-term risks

q Purpose
§ ECAs are integral to government trade and foreign aid 

strategies
§ to foster international trade
§ To promote exports (and by this to contribute to 

employment and economic growth)
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EXAMPLE: SUPPLIER CREDIT COVER

q most common form of short- and mid-term 
trade finance

q exporter gives the buyer time for payment 
after the delivery

q supplier bears the risk of default which can 
be covered with a supplier credit insurance

q supplier/exporter might refinance the trade 
credit granted to the buyer using e.g banks

q then, the indemnification may be assigned to 
the refinancing organisation in the case of 
default of the buyer.
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CLAIMS PREDICTION AND RESERVING

q Stochas6c and determinis6c methods are well established (e.g. Baudry and 
Robert 2019)

§ Chain ladder
§ Bornhue?er-Ferguson method

q Market and regulatory developments ask for more sophis6cated methods 
(England and Verrall 2002; Verrall et al. 2012)

q ML methods are beneficial for claims predic6on (Wüthrich 2018a, 2018b, Thesmar
et al. 2019) 
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SUPERVISED MACHINE LEARNING

q Purpose
§ to uncover potenBal relaBonships between independent and one or several dependent variables
§ to find a funcBon that allows a good predicBon of a target aEribute, based on available input aEributes

q literature provides a wide range of ML applicaKons
§ including Naïve Bayesian Classifiers, Bayesian Networks, LogisBc Regression, Decision Trees (DT), CondiBonal Inference Trees, 

Random Forests (RF), Support Vector Machines, k-Nearest-Neighbour and Neuronal Networks (NN); The Least Absolute Shrinkage 
and SelecBon Operator (LASSO) algorithm is used occasionally in economic applicaBons and is alleged to be most familiar to 
economists (Mullainathan and Spiess 2017)

§ All these techniques are, in principle, suitable in supporBng the predicBon of claims

q No widely accepted approach to determine which (type of) problem is best addressed with which ML 
technique (Kuhn and Johnson 2013; Wanke and Barros 2016)
§ Field of applicaBon is key to determine, compare and judge the performance of different algorithms (Singh et al. 2016) 
§ Popular to apply several techniques and compare (e.g. Fauzan and Murfi 2018; Lorena et al. 2011; Mullainathan and Spiess 2017; 

Razi and Athappilli 2005; Singh et al. 2016; Weerasinghe and Wijegunasekara 2016 )

q We are comparaKvely invesKgaKng Decision Trees (DT), Random Forests (RF), Neuronal Networks (NN) and 
ProbabilisKc Neuronal Networks (PNN) to predict claims in export credit insurance
Detailed descrip-on of each method in the paper
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DATA

Provided by Berne Union
q Covers 85 Export Credit Agencies, private insurers and multilateral institutions from 73 countries

q Account for 13% of the global cross-border trade (2019: USD 2.5 trillion cover volume, USD 6 billion 
claims paid) | MLT business: 83% covered by ECAs (2018)

q Best overall proxy for trade credit in general

Data set
q Period of 2005 to 2018

q MLT ECA business

q Variables include ECA, destination country, activity (insurance or lending), volume of new commitments 
by type (sovereign, Other Public, Banks, Corporates and Projects), the volume of claims and recoveries 
(political, commercial, total), offers, reinsurance, exposure, staff, premium income, administrative costs 
and cash flow)
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DESCRIPTIVE STATISTICS
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METHODOLOGY

q Objec6ve: to compare the performance of the different ML techniques, 
we train models to solve predic6on tasks with different degrees of 
difficulty
§ “Claims YES/NO”: predict whether or not a given export finance condi+on will incur claims
§ “Claim ra2o class”: magnitude of claims, expressed as five classes of claims/exposure-ra+os. 
§ “Claim ra2o”: actual claim ra+o, measured in terms of claims/exposure.  

q SoPware: KNIME

q Training, Valida6on and Test Data
§ records from 2007 to 2017 are used for training and valida=on
§ 2018 data are used to test the predic=ons
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GENERAL MODELLING CONSIDERATIONS

q ECA business and risk is shaped by the
§ size of its na+onal economy and export profile
§ Poli+cal, judicial and commercial structure and stability of the des+na+on countries

q Training-Valida/on Gateway considera/ons
§ We prevent ML algorithms from knowing agents of export/financing transac+ons
§ Only generic informa+on (export volumes, porYolio diversity etc.) as inputs

q Nature of intended predic/on
§ ECA claims gain most a[en+on when excep+onal à iden+fica+on of pa[ern in prior claims
§ Claims for ECAs are an exemp+on and not many des+na+on countries exhibit claims
§ For a few des+na+on countries and some ECAs claims happen more regularly
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MODEL BENCHMARK AND MODEL 
PERFORMANCE ASSESSMENT
q ML approaches are complex and resource-intensive but might not achieve significantly 

be?er results (England and Verrall 2002)

q Therefore, we evaluate their performance against a simple benchmark (BM) 
technique, based on claims ra=o of an ECA

q Transforma=on of BM es=mator into a binary YES/NO variable or a claim ra=o class

q Model Performance assessment:
§ Accuracy of predicKon to test data
§ Cohen’s κ
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RESULTS
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RESULTS

q Amongst the ML techniques, with only two excep4ons RF generate the best performance
§ The accuracy achieved against the “Claim ra5o class” task is not much different from the accuracy of the less challenging “Claims YES/NO” task. However, 

Cohen’s κ is more reflec5ve of performance differences, indica5ng that both, valida5on and test performance, deteriorate as the task becomes more 
difficult. 

q None of the inves4gated ML techniques yield sa4sfactory results against the “Claim ra4o” task
§ predic5ons of actual claim ra5os turned out to be largely unreliable. 

q The test performance is lower than valida4on performance (with only two excep4ons), performance losses more pronounced when
measured by Cohen’s κ

q No defini4ve conclusion can be made, whether
§ Should valida5on iden5fy op5mal model parameters
§ or generate the specific model for predic5on

some5mes u5lizing the best parameters, some5mes employing the best model yields beMer test performance

q ML techniques and BM perform similar
§ In terms of Cohen’s κ : BM performs beMer than any of the ML techniques

some ECAs experience uninterrupted sequences of claims with certain des8na8ons. Therefore, the simple rule “claims in 𝑡 − 1 indicate claims in 𝑡” employed 
by the BM works well against the “Claims YES/NO” task, and also against the “Claim ra8o class” task

§ Against the “Claim ra5o” task, the ML techniques outperform the BM, although at a very low level
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RESULTS

Kruskal-Wallis tests on ML technique performance (test data; bold figures: highest median rank)
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RESULTS
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Correla6on and rela6onship between valida6on and test performance
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CONCLUSION AND OUTLOOK

q Comparison of 4 ML techniques
§ Random Forest provide best results across a range of measure
§ Poor performance of several ML for most challenging predic;on task “claims ra;o” is not surprising, but 

the large difference in quality of performance compared to the other two tasks is
Poten&ally due to features of claims data, such as (very) low frequency/ high severity claims

q “tradi+onal” econometric methods help to extract rela+onships from masses of data and 
reveal interdependencies between variables
§ Most ML techniques, incl. RF, NN and PNN are black boxes (Olden and Jackson 2002)

q What is the contribu+on of techniques that help to be[er predict but not to be[er 
understand a subject (in academia and prac+ce)
§ Decision Trees are an excep;on

q à we recommend to use RF supported by DT alongside
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CONCLUSION AND OUTLOOK

BUT

q The ML models do often not perform better (or even worse) than the simple Benchmark 
method
§ If ECA transaction to a country had already been insured in the past, the BM was the best predictor
§ If ECA did cover a destination country for the first time, ML could be used as an alternative

then they did predict as well as if there was experience with the destination country

Outlook

q Comparison of ML techniques to traditional insurance claims prediction methods such as 
Chain-Ladder or Bornhuetter-Ferguson

q Integrating problem specific models with ML techniques, e.g. probabilistic distributions for 
low-default portfolios similar to our the characteristics of our dataset
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THANK YOU

Looking forward to your ques6ons, comments and recommenda6ons

simone.krummaker@city.ac.uk
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